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Abstract

We present an intrinsically motivated agent that learns how to control the environment in the fastest
possible manner by optimizing learning progress.
It learns what can be controlled, how to allocate time and attention and the relations between objects using
surprise based motivation. The effectiveness of our method is demonstrated in a synthetic as well as a robotic
manipulation environment yielding considerably improved performance and smaller sample complexity.
In a nutshell, our work combines several task-level planning agent structures (backtracking search
on task graph, probabilistic road-maps, allocation of search efforts) with intrinsic motivation to achieve
learning from scratch.

Contributions

Autonomously learning to solve challenging control problems

• using intrinsic motivations (IM):

–maximizing controllability

– learning progress

– surprise

• using several task-level planning ideas:

– sub-task graph

– backtracking search on task graph

– goal regression

– allocation of search efforts

Result: Learning from scratch to control environment and to acquire skills

Setup and Environments

Purpose/goal of agent: Gain control over coordinates of observation space.

Controllability:: Reaching arbitrary points / goal states

Basic tool-use/object manipulation environment

Observations: Object/agent positions.

Self-posed Tasks: Manipulating coordi-
nates of observations to a goal.

Example: Change position of tool to a
goal position

Objects:

Tool can be picked up immediately,

50% object can be picked up only in 50% of the trials

Heavy object can only picked up when in possession of the tool

Random object can not be manipulated by the agent, moves randomly

Robotic object manipulation environment

Observations: Position of gripper, hook and box.

Self-posed Tasks: Manipulating coordinates of observations to a goal

Example: Change position of box to a goal position

Box Can only be moved with the help of the hook

Results

Basic tool-use/object manipulation environment

CWYC w oracle CWYC HIRO ICM-S ICM-E SAC

CWYC w oracle: Upper baseline for our method with hand-crafted (optimal) task planner and sub-goal
generators

HIRO: Hierarchical RL baseline

ICM-(S/E): Intrinsically motivated RL agent baselines

SAC: Vanilla soft actor-critic algorithm

See the related work & references box for additional information regarding the hierarchical and intrinsically
motivated baselines.

Robotic object manipulation environment

CWYC on HER DDPG+HER HIRO ICM-S ICM-E SAC

DDPG+HER: RL baseline without intrinsic motivation or hierarchical structure, the other baselines are the
same as in the upper plots.

Surprise / Intrinsic Motivation

Trajectory Prediction error Relational learning

(left) Trajectory of the agent picking up the tool. (middle) Picking up the tool causes large prediction error
(surprise) in agent’s internal forward model. (right) Task and object relations can already be inferred
from a handful of surprising events and successful task transitions (cf. learned task graph and learned object
relations)

Analyzing the Components

Resource allocation Task planner Task graph
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All components are learned from data!

Math

(2) Task selector

Qi(t) = Qi(t− 1) + α · (ri(t)−Qi(t− 1)), for all tasks i

with ri = |ρi| + β maxt(surprisei(t))

(3) Task Planner

Bi,j = Qi,j/
∑

kQi,k

with Qi,j = 〈1− Ti,j/Tmax + β maxt(surprisei(t))〉

Ti,j is the runtime for solving task i by doing task j before, Tmax is the maximum number of steps

(5) Sub-goal generator

Li,j = minω
∑n

k=1 ‖Gi,j(ω, sk)− ri,j(sk)‖2

with Gi,j(s) = exp
(
−γ
∑n

k=1

∑n
l=k+1 ‖ω1

klsk + ω2
klsl + ω3

kl‖2
)

and ri,j(st) = min (1, succi · Γi,j(st) + surprisei(t))

Γi,j(s) is 1 if the agent decides to switch from task j to i in state s and zero otherwise

Related Work & References

Intrinsic motivation Computational methods

CWYC Ours learning progress + surprise task-level planning, relational attention
h-DQN [4] reaching subgoals HRL, DQN
IMGEP [3] learning progress memory-based
CURIOUS [1] learning progress DDPG, HER, E-UVFA
SAC-X [6] auxiliary task HRL, (DDPG-like) PI
Relational RL [8] - relation net, IMPALA
ICM [5] prediction error A3C, ICM
Goal GAN [2] adversarial goal GAN, TRPO
Asymmetric self-play [7] self-play Alice/Bob, TRPO, REINFORCE
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